Video Action Detection with Relational Dynamic-Poselets
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Introduction Action Detection with SSM

Training Dataset Dynamic Poselet Construction Sequential Skeleton Model Learning

« Problem: We aim to not only recognize on-going action class (action
recognition), but also localize its spatiotemporal extent (action
detection), and even estimate the pose of the actor (pose estimation).

« Key insights:
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Figure 1: Illustration for motivation. « Sequential Skeleton Model (SSM):
» An action can be temporally decomposed into a sequence of key poses.
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« Main contributions: vV is a video clip, p and t are the pixel positions and the mixture types
» We propose to a new pose and motion descriptor to cluster cuboids into of dynamic-poselets, respectively .
dynamic-poselets. » Mixture Type Relations:

» We design a sequential skeleton model to jointly capture spatiotemporal relations
among body parts, co-occurrences of mixture types, and local part templates.
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gt‘i’ig"”(m ) represents the parameter of quadratic spring model.

» Action Part Models:
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¢(V, pij) is the feature vector, aiti’j denotes the feature template.
Note that the body part template aiti’j IS shared among different key poses.

« Action detection pipeline:
» temporal sliding window — model inference — non-maximum suppression.

(a) examples of annotations

Figure 2: Construction of dynamic-poselets.

« A pose and motion descriptor:

(b) calculation of descriptor (¢) dynamic-poselets
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.Usmg this descrlptor, we run k-means algorithm to cluster
cuboids into dynamic-poselets.
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b4 encodes the mixture prior, b’ . captures the compatibility of mixture types.
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Experiments

« Quantitive results on MSR-Il, UCF Sports, J-HMDB:
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« Detection examples on MSR-II, UCF Sports, J-HMDB:

on Conmputer Vision (ECCV), Zurich, Swtzerland, 2014.



