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Abstract. This paper focuses on describing our method designed for
both track 2 and track 3 at Looking at People (LAP) challenging [1]. We
propose an action and gesture spotting system, which is mainly com-
posed of three steps: (i) temporal segmentation, (ii) clip classification,
and (iii) post processing. For track 2, we resort to a simple sliding win-
dow method to divide each video sequence into clips, while for track 3,
we design a segmentation method based on the motion analysis of human
hands. Then, for each clip, we choose a kind of super vector representa-
tion with dense features. Based on this representation, we train a linear
SVM to conduct action and gesture recognition. Finally, we use some
post processing techniques to void the detection of false positives. We
demonstrate the effectiveness of our proposed method by participating
the contests of both track 2 and track 3. We obtain the best performance
on track 2 and rank 4th on track 3, which indicates that the designed
system is effective for action and gesture recognition.

Keywords: Action recognition, gesture recognition, temporal spotting,
super vector

1 Introduction

Action and gesture recognition [2, 3] for a short video clip has become an im-
portant area in computer vision, whose aim is to classify the ongoing action or
gesture into a predefined category. It has wide applications in our daily life such
as human computer interaction, content based video retrieval, and sports video
analysis. However, most of the existing research works focus on the action and
gesture dataset, where the videos have been manually trimmed to bound the
action interest, such as HMDB51 [4] and UCF101 [5]. These datasets have a
limitation in measuring the effectiveness of proposed method in practical set-
tings. Instead, in this paper, we try to address a more difficult problem, namely
temporal spotting of action and gesture. We are given a continuous video stream
and we need to recognize and temporally localize the ongoing action in the video
sequence simultaneously.

We mainly describe our method designed for Track 2 and Track 3 of Looking
at People (LAP) challenge [1] organized by ChaLearn in conjunction with the
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(a) Track 2: Action/Interaction Recognition

(b) Track 3: Gesture Recognition

Fig. 1. Some examples of track 2 and track 3 of Looking at People Challenging. For
track 2, we show several action instances such as waving, walk, and fight. For track 3,
we show the different modalities provided for gesture recognition. From left to right:
RGB information, depth information, user segmentation mask, and skeleton. Note that
both figures are from the contest webpage.

ECCV 2014 conference. Track 2 focuses on action (interaction) recognition from
RGB data, with 11 action classes, such as wave, point, clap, and couch [6]. Track
3 is about the gesture recognition from multi-modal data, including: color, depth,
skeleton, and user mask [7]. This competition task aims to learn a vocabulary
of gestures corresponding to 20 Italian cultural signs, such as vattene, vieniqui,
perfettor, and ok. Some video examples of both tracks are shown in Figure 1.
It is worth noting that, in test phase of both tracks, we are given a temporally
untrimmed video which may contain multiple action and gesture instances. Our
method need to temporally localize and recognize these ongoing instances.

As shown in Figure 2, our method is mainly composed of three steps: (i)
temporal segmentation, (ii) clip classification, and (iii) post processing. Firstly,
we temporally divide the untrimmed video sequence into several clips. We resort
to a simple sliding window scheme for track 2 of action recognition, while we
design a temporal segmentation method based on hand motion for track 3 of
gesture recognition. Then, for each short video clip, we extract dense trajectories
with four kinds of descriptors: HOG, HOF, MBHx, and MBHy [8]. We choose the
Fisher Vector [9] as encoding method to obtain the global representation for each
video clip and train a linear SVM for classification. Finally, we use some post-
processing techniques to eliminate the false positive detections. For example,
during our training phase, we train a classifier for the background class. This
background classifier will enable us to eliminate some detections corresponding
to the background class.
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We will provide a detailed description about our method for both Track 2
and Track 3 in Section 2. Then, we will report the performance of our method
on both Tracks in Section 3. Finally, we conclude our paper in Section 4.

2 Method

Fig. 2. The pipeline of our method for action and gesture temporal spotting. We first-
ly conduct video temporal segmentation. Then for each video clip, we extract super
vector representation and perform clip classification. Finally, we use post processing
techniques to eliminate the false detections.

We propose an temporal spotting system for the Track 2 and Track 3 of
Looking at People (LAP) challenge as shown in Figure 2. Our system is mainly
composed of three steps: (i) temporal segmentation, (ii) clip classification, and
(iii) post processing. We will give a detailed description of these steps in the
remainder of this section.

2.1 Temporal Segmentation

In this section, we mainly describe the method of dividing a continuous video
into short clips, each of which may contain the action and gesture of interest.
We design two different methods for track 2 of action recognition and track 3 of
gesture recognition respectively.

Action Recognition. For the track 2 of action (interaction) recognition, it
gives a continuous video stream, which contains a sequence of action instances.
We need to firstly localize these instances and then recognize their corresponding
action classes. We resort to a temporal sliding scheme to conduct action local-
ization. Based on the observation on training dataset, we set the window length
as 15-frames and scanning step as 5-frames. To speed up the sliding window
process, we firstly extract the low-level features and encode these descriptors as
described in the next section. Then we design a temporal integration histogram,
with which we can efficiently calculate the feature histogram for the sub-window
of any location and any length.

Gesture Recognition. Unlike Track 2, the track 3 of gesture recognition
provides several data modalities such as RGB information, depth information,
user mask, and skeleton information. We observe that the motion trajectory
of human hand is an important cue for gesture spotting in a continuous video
stream. With a reasonable assumption that the hands of an actor are almost
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Fig. 3. A example of temporal segmentation for gesture recognition based on hand
motion analysis.

in the same position when he is not performing a gesture, we propose temporal
segmentation method based the analysis of hand trajectory.

We firstly estimate the position of actor hands when he is not performing a
gesture. With the given pose information, we use a 2D histogram of 100 × 100
cells overlapped with a pixel grid to estimate the spatial distribution of hand
position in the whole video. Then we choose the cell with highest frequency as
the static hand position. Based on the static hand position, for each frame, we
calculate the distance of current hand position to the static position. Finally,
according to this distance, we use a single threshold τ to determine whether the
actor is performing a gesture or not. An example of temporal segmentation is
shown in Figure 3. With this simple yet effective method, we split a untrimmed
video into several clips, each of which can be used for gesture recognition in the
next section.

2.2 Clip Classification

In this section, we give a detailed description of video clip representation and
classification. Note that, for both track 2 and track 3, we resort to the same
video representation, and we just use the RGB modality for gesture recognition
of track 3.

The key element of clip classification is the visual representation of video
data. Following the success of Dense Trajectories (IDTs) 1 in action recognition
on the wild videos [8], we choose the IDTs as our low-level features of RGB
data. Specifically, we use the public code released on the project page. We set
the length of trajectory as 9 and extract four kinds of descriptors, namely HOG,
HOF, MBHx, and MBHy. Some examples of extracted dense trajectories are
shown in Figure 4. From these examples, we observe that these extracted dense

1 https://lear.inrialpes.fr/people/wang/dense trajectories
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Fig. 4. Examples of extracted dense trajectories for videos from both Track 2 of action
recognition and Track 3 of gesture recognition.

trajectories focus on the foreground regions with high motion saliency. The four
kinds of descriptors correspond to different views of video data such as static
appearance, dynamic motion, and motion boundary. These different aspects are
of importance for action and gesture recognition.

With these low-level descriptors, we adopt the Bag of Visual Words [10] mod-
el to obtain the global representation. According to the recent study works [11,
12], super vector based encoding methods are very effective by aggregating dif-
ferent order statistics in a high-dimensional feature representation. Specifically,
we choose Fisher Vector [9] as the encoding method using the implementation
of vlfeat [13]. Given a set of local descriptors F = [f1, · · · , fN ] ∈ RM×N , we first
use the PCA and Whiten technique to remove the correlations among different
dimensions and normalize the variance. Then, based on the transformed feature
descriptors X = [x1, · · · ,xN ] ∈ RD×N where xi = Λfi and Λ ∈ RD×M is the
transform matrix of PCA and Whiten processing, we learn a generative Gaussian
Mixture Model (GMM):

p(x; θ) =
K∑

k=1

πkN (x;µk, Σk), (1)

where K is mixture number, and θ = {π1, µ1, Σ1, · · · , πK , µK , ΣK} are model
parameters. N (x;µk, Σk) is D-dimensional Gaussian distribution.

With some reasonable assumptions that the posterior probability is sharply
peaked on a single value of k for any descriptor x, the Fisher Information Matrix
(FIM) is a diagonal matrix [9]. Then Fisher vector is derived from Fisher Kernel
[14] as follows:

GX
πk

=
1

√
πk

N∑
i=1

(γk(xi)− πk), (2)
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GX
µk

=
1

√
πk

N∑
i=1

γk(xi)

(
xi − µk

σk

)
, (3)

GX
σk

=
1√
2πk

N∑
i=1

γk(xi)

[
(xi − µk)

2

σ2
k

− 1

]
, (4)

where γk(x) is the posteriori probability of local descriptor x assigned to kth

Gaussian Mixture:

γk(x) =
πkN (x;µk, Σk)∑K
i=1 πiN (x;µi, Σi)

. (5)

In our current implementation, we choose the first order and second order super
vector with power ℓ2-normalization (α = 0.5) as our super vector representation
S:

S = [GX
µ1
,GX

σ1
, · · · ,GX

µK
,GX

σK
], S =

sign(S)
√
|S|

∥
√
S∥2

. (6)

It is worth noting that we separately construct super vector representation
Si for the ith kind of descriptor according to the above description. We then
concatenate the four kind of super vector representation as a whole one S =
[S1,S2,S3,S4]. Using this concatenated representation, we train a linear SVM
for each action and gesture class using the implementation of LIBSVM [15]. For
multiclass classification, we use the one-vs-all training scheme and choose the
prediction with the highest score as its predicted label.

2.3 Post Processing

In order to avoid the false detections, which may correspond to the irrelevant
background action classes, we design a post processing technique. Firstly, dur-
ing training phase of action and gesture recognition, we mine some instances
of static background or noisy motion. We then use these instances to train a
classifier which represents the background class. During test phase, if a video
sub-window or clip is predicted as the background class, we will remove this
detection. Secondly, we use a single threshold −0.8 to eliminate those detections
with low confidence score. In our evaluation, we find this post processing step
is very effective for removing those false positive detections and improving the
performance of action and gesture spotting.

3 Evaluation

In this section, we present the experimental results for track 2 of action recog-
nition and track 3 of gesture recognition at Looking at People (LAP) challenge
[1]. For both tracks, we set the number of GMM mixture as 256.

Dataset and Evaluation Measurement. For track 2 of action recognition,
it has 11 action categories such as wave, point, clap and so on. For training data,
it has 5 video sequences, containing 135 action instances in total. For validation
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Mean Accuracy: 0.94
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(a) HOG

Mean Accuracy: 0.91
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(b) HOF

Mean Accuracy: 0.89
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(c) MBHx

Mean Accuracy: 0.93
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(d) MBHy

Mean Accuracy: 0.96
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(e) HOG + HOF

Mean Accuracy: 0.97
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(f) All

Fig. 5. Results of different descriptors (HOG, HOF, MBHx, and MBHy) and their
combinations (HOG+HOF, All) on the gesture recognition.

data, there are 2 video sequences including 44 action instances. There are 2 video
sequences with 52 action instances for final evaluation in test phase. We firstly
train our model on the training dataset and adjust the parameters according
to its performance on the validation dataset. Finally, in order to increase the
training data, we retrain our model on both the training and validation dataset,
and verify its performance on the testing dataset.

For track 3 of gesture recognition, there are totally 20 gesture categories of
Italian signs. For training dataset, there are 470 video sequences, corresponding
to 6, 830 gesture instances. For validation dataset, it has 230 video sequences
and 3, 454 gesture instances. For final evaluation, there are 240 video sequences
for testing.

Regarding the evaluation measurement, for both track 2 and track 3, it uses
the Jaccard Index to evaluate the performance of action and gesture spotting.
Specifically, the Jaccard Index is defined as follows:

Js,n =
As,n ∩Bs,n

As,n ∪Bs,n
, (7)

where As,n is the ground truth of action (or gesture) n at sequence s, and Bs,n

is the prediction for such action (or gesture) at sequence s. For final evaluation,
our method is evaluated based on the mean Jaccard Index among all action (or
gesture) classes. For track 2, the number of action classes is 12, and there are 20
gesture classes for track 3.
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Gesture Recognition. As the clip representation using iDTs with Fisher
Vector are adapted from the action recognition tasks [12], we firstly conduc-
t an exploration experiment to verify its performance on gesture recognition.
Specifically, we use the 6, 830 gesture instances from the training dataset for
SVM training. We demonstrate the effectiveness of this representation on the
3, 454 gesture instances from the validation dataset. The experimental results
are shown in Figure 5 and we observe that this representation is very effective
for capturing the visual information of gesture. Combining all the descriptors,
we obtain a mean accuracy of 0.97 on the validation dataset.

Contest Result. We report the action and gesture spotting performance
for both track 2 and track 3 of Looking at People (LAP) challenge, and the
results are shown in Table 1 and Table 2. Our spotting system obtains the best
performance for track 2 and ranks the 4th for track 3. It is worth noting that our
system only use the modality of RGB for gesture recognition, while other top
performers use other modalities such as skeleton and depth. The top performance
on both tracks demonstrate that our designed temporal spotting system is very
effective for action and gesture recognition.

Table 1. Contest results for track 2 of action recognition.

Rank Team Score

1 Ours 0.507173
2 Pei et al. [16] 0.501164
3 Shu [17] 0.441405

Table 2. Contest results for track 3 of gesture recognition.

Rank Team Modalities Score

1 Neverova et al. [18] Skeleton, depth, RGB 0.849987
2 Monnier et al. [19] Skeleton, depth, RGB 0.833904
3 Chang [20] Skeleton, RGB 0.826799
4 Ours RGB 0.791933

4 Conclusion

We have presented our method designed for the contests of track 2 and track 3
at Looking at People (LAP) challenge. We firstly segment each video sequence
into clips and then use a super vector representation to describe the clip visual
content. The performance on both tracks demonstrate that our method is ef-
fective for action and gesture recognition. In the future, we may consider using
more modalities to further improve the our spotting performance for gesture
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recognition.
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