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Abstract. Bag of visual words (BoVW) models have been widely and
successfully used in video based action recognition. One key step in con-
structing BoVW representation is to encode feature with a codebook. Re-
cently, a number of new encodingmethods have been developed to improve
the performance of BoVW based object recognition and scene classifica-
tion, such as soft assignment encoding [1], sparse encoding [2], locality-
constrained linear encoding [3] and Fisher kernel encoding [4]. However,
their effects for action recognition are still unknown. The main objective
of this paper is to evaluate and compare these new encoding methods in
the context of video based action recognition. We also analyze and evalu-
ate the combination of encoding methods with different pooling and nor-
malization strategies. We carry out experiments on KTH dataset [5] and
HMDB51 dataset [6]. The results show the new encoding methods can sig-
nificantly improve the recognition accuracy compared with classical VQ.
Among them, Fisher kernel encoding and sparse encoding have the best
performance. By properly choosing pooling and normalization methods,
we achieve the state-of-the-art performance on HMDB51.1

1 Introduction

Human action recognition has become and will continue to be a a highly ac-
tive research area of research due to its wide applications in video surveil-
lance, human-computer interface, sports video analysis, and content based video
retrieval [7,8,5,9,10,11,12,13]. The difficulty of video based action recognition
comes from the high dimension of video data, the complexity and intra-class
variability of action, etc. In recent years, the computer vision society has wit-
nessed the popularity and success of bag of visual words (BoVW) models in
action recognition [5,9,10,11,12]. BoVW, originated from bag of words model
in natural language processing, treats visual features as words and images (or
videos) as documents [14,15,1,3,2]. The effectiveness and efficiency of BoVW
have been exhibited in extensive image and video classification tasks.

1 The code and supplemental materials are publicly available at
http://mmlab.siat.ac.cn/accv2012
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The classical approaches to obtain BoVW representations of action video
usually consists of three steps: feature extraction, vector quantilization (VQ) of
feature, and sum-pooling with �1 normalization to construct histogram repre-
sentation [5,9,10,11,12]. Then the final histogram representation is fed into non-
linear kernel SVM for classification. These settings have their root in traditional
choice in image classification [14,16,17]. Recent image classification studies yield
alterative choices in the second step (encoding) and the third step (pooling and
normalization), which lead to better recognition performance. In addition to VQ,
several effective encoding methods have been proposed, such as: Fisher Kernel
Encoding [4], Soft-assignment Encoding [15,1], Sparse Encoding [2], Locality-
constrained Linear Coding [3]. Besides, many novel pooling and normalization
methods have also been proposed to further improve the recognition perfor-
mance. All of these progresses have proved to be effective in image classification
tasks such as the PASCAL VOC challenge [18]. Furthermore, most of these new
methods use linear SVM, which is more computational efficient than non-linear
kernel used in the classical method.

In spite of the success of these new encoding methods and pooling normal-
ization strategies in image tasks, these methods are generally unaware in the
context of video-based action classification so far, at least to the best of our
knowledge. Similar to image tasks, it can be expected that the new encoding
and pooling-normalization methods can affect and improve the action recogni-
tion performance.

In this paper, we investigate and evaluate encoding, pooling and normaliza-
tion methods in BoVW based action recognition. The objectives are twofold.
The first is to examine whether and how these methods can improve action
recognition performance. The second is to figure out the key factors in con-
structing high performance action recognition system. For feature encoding, we
compare five encoding methods: vector quantization encoding, (localized) soft-
assignment encoding, sparse encoding, locality-constrained linear encoding and
Fisher encoding. We also investigate other aspects of the encoding methods
such as sensitivity to codebook size and computational cost. For pooling and
normalization, we analyze max pooling and sum pooling techniques for different
encoding methods, which are followed by different normalization choice such as:
�1-normalization, �2normalization and power normalization. We carry out exper-
iments on two public datasets: a relative simple and easy dataset KTH [5] and
a challenging dataset HMDB51 [6], and systematically analyze the experimental
results. We find simple combinations of encoding and pooling get state-of-the-
art results on a large and complex dataset. The three main contributions of this
paper are summarized as follows:

– To our best knowledge, we first introduce these new encoding methods to
action recognition and evaluate their performance with public datasets. Fur-
thermore, we explore the properties of these encoding methods such as sen-
sitivity to codebook size and computational cost.

– We exploit different pooling and normalization strategies, which plays an
important role in improving the recognition accuracy from experiment result.
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Fig. 1. The pipeline of bag-of-visual-words method for video based action recognition:
(i) codebook generation (ii) feature extraction (iii) feature encoding (iv) pooling and
normalization

– The proposed methods achieve the state-of-the-art performance on the chal-
lenging HMDB51 dataset.

2 Methods

As shown in Figure 1, the typical pipeline to obtain BoVW representation of ac-
tion video is usually composed of three main steps: (i) spatial temporal feature
extraction (e.g. STIP [19], Cuboids [20]); (ii) encoding the local features; (iii)
feature pooling and normalization. Then the BoVW representation is input to
certain classifier (e.g. SVM) for action recognition. In this paper, we make use of
STIP detectors and HOG/HOF features due to its good performance [21]. Pre-
vious action recognition methods [5,9,10,11,12] mainly use vector quantization
(VQ) for step (ii), and sum pooling and �1-normalization is used for step (iii). In
the next, we describe alternative choices for each of the steps along this pipeline.

2.1 Codebook Generation

To begin with, we need to construct a codebook from a set of input descriptors.
Generally, there are two approaches: (i) partitioning the feature space into in-
formative regions which are called visual words (codewords) to construct visual
dictionary (codebook), and (ii) using generative model to capture the probabil-
ity distribution of features. k-mean is a typical method for the first type, while
Gaussian Mixture Model (GMM) is widely used for the second.

k-means. There are many vector quantization methods such as k-means clus-
tering [22], hierarchical clustering [23] and spectral clustering [24]. Among them,
k-means is probable the most popular way to construct visual dictionary. Given
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a set of local features {x1, · · · ,xM} xm ∈ R
D. Our goal is to partition the fea-

ture set into K clusters {d1, · · · ,dK}, where dk ∈ R
D is a prototype associated

with the k-th cluster. Suppose for each feature xm, we introduce a corresponding
set of binary indicator variables rmk ∈ {0, 1}, where if feature xm is assigned to
cluster k, then rmk = 1 and rmj = 0 for j �= k. We can then define an objective
function:

minJ ({rmk, dk}) =
M∑

m=1

K∑

k=1

rmk‖xm − dk‖2. (1)

The objective is to find values for {rmk} and {dk} to minimize the objective
function J 2. Usually, we can optimize it in an iterative procedure where each
iteration involves two successive steps corresponding to successive optimization
with respect to the rnk and dk. The details can be found in [22].

GMM. Gaussian Mixture Model is a generative model to describe the distri-
bution over feature space:

p(x; θ) =

K∑

k=1

πkN (x;μk, Σk), (2)

where K is mixture number and θ = {π1, μ1, Σ1, · · · , πK , μK , ΣK} is model pa-
rameters. N (x;μk, Σk) is D-dimensional Gaussian distribution. Given the fea-
ture setX = {x1, · · · ,xM}, the optimal parameters of GMM are learned through
maximum likelihood ln p(X; θ) =

∑
m ln p(xm; θ). We use the iterative EM algo-

rithm [22] to solve this problem.
GMM can be seen as a ‘soft’ clustering algorithm. k-means algorithm performs

a hard assignment of feature descriptor to codeword, while the EM algorithm
of GMM makes soft assignment of feature to each mixture component based on
posterior probabilities p(k|x). But unlike k-means, GMM delivers not only the
mean information of code words, but also the shape of their distribution.

2.2 Encoding Methods

In this section we describe several encoding methods investigated in this paper.
Let X be a set of D-dimensional local descriptors extracted from a video, i.e.
X = [x1,x2, · · · ,xN ] ∈ R

D×N . Given a visual dictionary with K visual words,
i.e. D = [d1,d2, · · · ,dK ] ∈ R

D×K . The objective of encoding is to compute a
code for input x with D. We use un to denote the code vector. The dimension
of un is the same as the size of D except Fisher kernel representation.

Vector Quantization (VQ). VQ is also known as Hard-assignment coding,
first introduced in object recognition in [14]. For each local feature descriptor
xn, it is represented by its nearest visual word in the dictionary:

unk =

{
1. if k = argmink ‖xn − dk‖2.
0. otherwise.

(3)

2 In this paper, without any additional specification, ‖ · ‖ represents the �2-norm, i.e.

‖x‖ =
√∑D

i=1 x
2
i .
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Soft-assignment Encoding (SA). SA is first introduced in [15] for scene
classification. For each local feature, the kth coefficient represents the degree of
membership of the local feature xn being to the kth visual word:

unk =
exp(−β‖xn − dk‖2)∑K
j=1 exp(−β‖xn − dj‖2)

, (4)

where β is a smoothing factor controlling the softness of the assignment. Note
that all the K visual words are used in computing unk. Recently [1] developed
a localized soft-assignment coding. They only considered the k nearest visual
words into encoding, and conceptually set its distances to the remaining words
as infinity:

unk =
exp(−βd̂(xn,dk))∑K
j=1 exp(−βd̂(xn,dj))

, (5)

where d̂(xn,dk) is defined as follows:

d̂(xn,dk) =

{‖xn − dk‖2 if dk ∈ Nk(xn),
∞ otherwise,

(6)

where Nk(xn) denotes the k-nearest neighbors of xn defined by the distance
‖xn − dk‖2.

Sparse Encoding (SPC). SPC is proposed for object recognition by [2]. It
represents a local feature xn by a sparse linear combination of basis vectors. The
coefficient vector un is obtained by solving an �1-norm regularized approximation
problem:

un = argmin
u∈RK

‖xn −Du‖2 + λ‖u‖1. (7)

Locality-constrained Linear Encoding (LLC). It is introduced in [3] for
image classification. Unlike the sparse coding, LLC enforces locality instead of
sparsity and this leads to smaller coefficient for the basis vectors far away from
the local feature xn. The coding coefficients are obtained by solving the following
optimization:

un = argmin
u∈RK

‖xn −Du‖2 + λ‖sn � u‖2. (8)

s.t. 1Tun = 1.

where � denotes the element-wise multiplication and sn is the locality adaptor
that gives weights for each basis vector proportional to its similarity to the input
descriptor xn:

sn = exp

(
dist(xn,D)

σ

)
, (9)

where dist(xn,D) = [dist(xn,d1), · · · , dist(xn,dK)]T and dist(xn,dk) is the
Euclidean distance between xn and dk. σ is used for adjusting the weighted
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decay speed for the locality adaptor. The constraint 1Tun = 1 follows the shift-
invariant requirements of the LLC code. In practice, an approximation is pro-
posed to improve its computational efficiency. Ignoring the second term in Equa-
tion (8), it directly selects the k nearest basis vectors of xn to minimize the first
term by solving a much smaller linear system. This gives the coding coecients
for the selected k basis vectors and other coefficients are simply set to zero.

Fisher Kernel Encoding (FK). Fisher kernel is introduced for large-scale
image categorization [4]. Unlike previous coding methods based on a codebook,
the fisher kernel is a generic framework which combines the benefits of generative
and discriminative approaches. Suppose we has a generative model p(x; θ) in
feature space. Let X = {x1, · · · ,xT } be the set of T local features extracted
from a video. Then the video can be described by the gradient vector of log
likelihood with respect to the model parameters. [25]:

GX
θ =

1

T
∇θ log p(X; θ). (10)

Note that the dimensionality of this vector depends only on the number of pa-
rameters in θ, not on the number of local features T . A natural kernel on these
gradients is:

K(X,Y) = GXT
θ F−1

θ GY
θ . (11)

where Fθ is the Fisher information matrix of p(x; θ):

Fθ = Ex∼p(x;θ)[∇θ log p(x; θ)∇θ log p(x; θ)
T ]. (12)

As Fθ is symmetric and positive definite, then we can define the Fisher Vector
as:

GX
θ = F

−1/2
θ GX

θ . (13)

Here we use Gaussian Mixture Model for p(x; θ), Assume that the covariance
matrices Σk are diagonal. Fisher coding can be derived as:

GX
μ,k =

1

T
√
πk

T∑

t=1

γt(k)

(
xt − μk

σk

)
, (14)

GX
σ,k =

1

T
√
πk

T∑

t=1

γt(k)

[
(xt − μk)

2

σ2
k

− 1

]
. (15)

where γt(k) is the soft assignment of local feature xt to i-th Gaussian i:

γt(k) =
πkN (x;μk, Σk)∑K
i=1 πiN (x;μi, Σi)

. (16)

The final gradient vector u is the concatenation of GX
μ,k and GX

σ,k and its total
dimension is 2KD.
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2.3 Pooling and Normalization

Given the coding coefficients of all local feature descriptors in an video, a pooling
operation is often used to obtain an holistic representation p for the video.
Specifically, there are two common pooling strategies:

– Sum Pooling. With sum pooling scheme [16], the kth component of p is

pk =
∑N

n=1 unk.
– Max Pooling. With max pooling scheme [2], the kth component of p is

pk = max(u1k, u2k, · · · , unk).

In [26], the authors presented a theoretical analysis of average pooling and max
pooling. Their results indicate sparse features may prefer max pooling.
Then pooled feature p is further normalized by some methods. Generally, there
are three common normalization techniques:

– �1-Normalization. In �1 normalization [2], the feature p is divided by its

�1-norm: p = p/
∑K

k=1 |pk|.
– �2-Normalization. In �2 normalization [4], the feature p is divided by its

�2-norm: p = p/
√
(
∑K

k=1 p
2
k).

– Power Normalization. In power normalization [4], we apply in each di-
mension the following function

f(pk) = sign(pk)|pk|α.
where 0 ≤ α ≤ 1 is a parameter for normalization. We can combine power
normalization with �1-normalization or �2-normalization.

3 Experiments

In this section, we describe the experimental settings and results for different
encoding methods and different pooling-normalization strategies. We also an-
alyze and compare different combinations of encoding methods and pooling-
normalization strategies. To the best of our knowledge, most of encoding meth-
ods and pooling-normalization strategies are introduced to and evaluated on
action recognition for the first time.

3.1 Experiment Settings and Dataset

We conduct experiments on two public datasets: KTH [5] and HMDB51 [6].
KTH dataset is one of the earliest datasets for action recognition and is rela-
tive simple. It contains 6 action classes: walking, running, jogging, hand-waving,
hand-clapping and boxing 3. Each action was performed by 25 actors in four dif-
ferent scenarios: outdoors, outdoors with scale variation, outdoors with different
cloths and indoors. HMDB51 is a new and probable the largest human motion

3 http://www.nada.kth.se/cvap/actions/

http://www.nada.kth.se/cvap/actions/
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recognition dataset so far. It include 51 action classes and each class has more
than 100 videos 4. All the videos are obtained from real world scenarios such
as: movies, youtube. The intra-class variation is very high due to many factors,
such as viewpoint, scale, background, illumination etc. Thus, HMDB51 is a very
difficult benchmark for action recognition. There are three training and testing
splits released on the website of this dataset. We conduct experiments based
on these splits and report average accuracy for evaluation. In both datasets, we
use SVM with a linear kernel for classification. Specifically, we use LibSVM [27]
and adopt one-versus-other training scheme. We detect spatial-temporal inter-
est points (STIPs) and extract histogram of gradients and flow (HOG/HOF) for
both dataset. For the comparison fair, we use the same codebook for all encoding
methods.

3.2 Exploration of Encoding Methods

In this subsection, we compare and analyze the performance of different en-
coding methods. For each encoding method, we choose the standard settings
proposed by previous papers such as pooling-normalization strategy, parameter
settings. We will investigate how pooling-normalization strategies effect in the
next subsection.

Baseline: Vector Quantization Encoding. The baseline encoding method
is a histogram of visual word obtained with hard assignment. Following the
common settings in object recognition [17], the histogram is obtained by sum
pooling and normalized with �1-norm.

(Localized) Soft-assignment Encoding. The soft-assignment encoding
has two forms: assigning each feature to all codeword (SA-all) [15] and assigning
each feature to k nearest neighborhood (SA-k) [1]. It requires a single param-
eter β which is the smoothing factor controlling the softness. We set β as 1
for both SA-all and SA-k. For SA-k, we set k as 5 and use max-pooling and
�2-normalization due to its good performance in [1].

Locality-constrained Linear Encoding. Following [3], we use approxi-
mated LLC for fast Encoding. Instead of solving Equation (8), we simply use
k nearest neighbors of features as the local bases. We set k as 5 and use max-
pooling and �2-normalization as [3].

Sparse Encoding. Sparse Encoding (SPC) requires parameter λ, to balance
between sparsity regularization term and loss term. Following [2], we choose the
default λ as 0.15 and use max pooling and �2-normalization.

Fisher Kernel Encoding. Fisher kernel(FK) requires to train a GMM for
input features. Since the HOG/HOF feature has a high dimension of 162 and
includes redundancy, directly using EM algorithm suffers from the singular prob-
lem of covariance matrix. Therefore, we first use PCA to reduce its dimension-
ality to 100. In our experiments, PCA proves be effective to avoid the singular
problem and leads to better recognition results. Another advantage of using PCA

4 http://serre-lab.clps.brown.edu/resources/HMDB/index.htm

http://serre-lab.clps.brown.edu/resources/HMDB/index.htm


580 X. Wang, L.M. Wang, and Y. Qiao

Table 1. Comparison of different encoding methods on KTH: Vector Quanti-
zation(VQ), Soft-assignment Encoding(SA-k), Fisher Kernel Encoding(FK), Local-
constrain Linear Encoding(LLC) and Sparse Encoding(SPC)

Encoding Methods VQ SA-all SA-k LLC SPC FK

Codebook Size 1k 1k 1k 1k 1k 256

Pooling-Normalization sum-�1 max-�2 max-�2 max-�2 max-�2 P-�2
Classification Accuracy 86.11 89.81 88.89 89.81 90.74 92.13

Table 2. Comparison of different encoding methods on HMDB51: Vector Quanti-
zation(VQ), Localized Soft-assignment(SA-k), Fisher Encoding(FK), Local-constrain
Linear Encoding(LLC) and Sparse Encoding(SPC)

Method Codebook size Pooling Normalization Parameter Setting Accuracy

FK 64 - P+�2 PCA=100 26.58
FK 128 - P+�2 PCA=100 28.23
FK 256 - P+�2 PCA=100 29.22

VQ 1k sum �1 - 16.84
SA-all 1k max �2 β = 1 18.69
SA-k 1k max �2 k = 5, β = 1 22.68
LLC 1k max �2 k = 5 20.89
SPC 1k max �2 λ = 0.15 22.92

VQ 6k sum �1 - 19.67
SA-all 6k max �2 β = 1 20.59
SA-k 6k max �2 k = 5, β = 1 28.82
LLC 6k max �2 k = 5 27.76
SPC 6k max �2 λ = 0.15 29.20

VQ 8k sum �1 - 18.89
SA-all 8k max �2 β = 1 20.94
SA-k 8k max �2 k = 5, β = 1 28.98
LLC 8k max �2 k = 5 28.68
SPC 8k max �2 λ = 0.15 29.97

is to reduce the computational cost in encoding and classification. Following [4],
we choose power normalization and �2-normalization for the final feature codes.

Results. The experimental results are summarized in Table (1) and Table
(2). For KTH dataset, the number of action category and the number of videos
are relative small. We follow the normal settings in previous works and set the
codebook size as 1k. For the complex HMDB51 dataset, we conduct experiments
with different codebook sizes (e.g., 1k, 4k, 6k, 8k). For FK, we use GMM with
different mixtures (e.g. 128, 256). As shown in Table (1) and Table (2), the
new encoding methods SA-k, SA-all, LLC, SPC and FK always outperform the
baseline VQ in both datasets. Among the new encoding methods, FK and SPC
seem to receive better performance. Compared with VQ, FK can improve the
recognition rate about 6% for KTH and about 9% for HMDB51. We also noticed
that local soft assignment (SA-k) has better results than classical soft assignment
(SA-all). For all the methods compared, the accuracy increases as codebook size
enlarges As shown in Figure 2.
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Fig. 2. Exploration of performance of different encoding methods with changing code-
book size. Left: Codebook based encoding methods: Right: GMM based encoding
methods.

Analysis. From the results on both datasets, we observe that classical VQ en-
coding receives the lowest recognition results among the other encoding methods
compared. In VQ, each feature descriptor is represented by a single basis (code-
word) in the codebook. If a feature locates at the middle between two or more
code words, a slight change of the feature can lead to different coding words.
This ambiguity makes the encoding unstable, and can lead to lower recognition
rates. In soft assignment (SA-all), each feature descriptor is represented by the
degree of membership to all the code words. This can overcome the codeword
ambiguity to certain degree. These facts may explain why the performance of
soft assignment is better than VQ. However, most of code words are far from
the input feature vector and should have no contribution to the coding.

SA-all ignores the sparsity and locality in the encoding process. Sparsity can
help to choose more discriminative code words and reduce the redundancy of data
representation. Locality can help to handle the underlying manifold structure
of the feature space. Thus, the localized soft-assignment encoding (SA-k) takes
account of only the k-nearest code words into encoding and significantly improves
the recognition performance. In essence, LLC is similar to SA-k for that they
both consider locality. The only difference is that coefficients of SA-k can be
explained as the posterior probability that the feature belong to each code words
while the coefficients of LLC are related to the projections of feature to the code
words. As shown in Table 1 and Table 2, the results of LLC and SA-k are
similar to each other. SPC has the best performance among the codebook based
encoding methods. This may be ascribed to the fact that SPC can adaptively
determine the number of code words used in coding with sparse constraint, while
LLC and SA-k fix the number of code words. The adaptive sparsity of each
codes may be very important for encoding. We also notice that Fisher kernel
(FK) yields good performance in the experiments. Different from codebook based
encoding methods, FK characterizes input feature descriptor with a gradient
vector derived from a generative probability model e.g. GMM. This mechanism
allows it to combine the strengths of generative and discriminative approaches.

Computational Cost. In addition to the classification accuracy, we also
compare the computational efficiency of the encoding methods. Our codes are all
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Fig. 3. Exploration of the computational cost of different encoding methods. Left:
Codebook based encoding methods: Right: GMM based encoding methods.

implemented in Matlab, running on computer with i5 2400 CPU (3.7 GHZ). We
randomly choose 100 videos and run different encoding methods for the videos.
The running time of different encoding methods are shown in Figure 3 (Note
that the scale of Y-axis is log scale). We observe that LLC and VQ are more
computational efficient among the methods compared. The efficiency of SA-all
and SA-k are near. SPC needs to solve the �1-minimization problem and requires
heavier computational cost than other methods. For example, when codebook
size is 8k, the time-cost of SPC is almost 100 times of VQ and 50 times of LLC.
FK is also computationally efficient compared with SA and SPC. Note that the
final dimension of FK is 2DK (D is the dimension of descriptor and K is mixture
number) , much larger than the size of codebook. Thus the computational cost
of training SVM for FK is much larger than the other encoding methods.

3.3 Exploration of Pooling-Normalization

In this subsection, we mainly analyse different pooling-normalization strategies.
Note the pooling strategies only work for the new codebook based methods
such as: SA-k, LLC, and SPC. We try two pooling methods: max pooling (m)
and sum-pooling (s), which is followed by four normalization strategies: �1-
normalization (�1), �2-normalization (�2), power normalization+�1-normalization
(P+�1) and power normalization+�2-normalization (P+�2). For VQ and FK, we
test four normalization strategies. The result is shown in Figure (4), where α of
power normalization is set to 0.5, codebook size is set as 8k and GMM mixture
number is 128.

For LLC, SA-k and SPC, �2-normalization is better than �1-normalization no
matter using or without using normalization. In general, when choosing max
pooling, the result of with power normalization is worse than without power
normalization. When using sum pooling, the result with power normalization is
better than without power normalization. The effect of power normalization is
to smooth the histogram which narrow the difference between large value and
small value. The histogram of max pooling itself is very sharp, thus the power
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Fig. 4. Comparison of different pooling-normalization strategies on HMDB51. Note
that there is only sum pooling for VQ and no pooling for FK.

Table 3. Comparison our proposed methods with state of the art on KTH

Methods Ours (FK) Schüldt [5] Laptev [21] Ryoo [29] Liu [30] Sada [28]

Accuracy(%) 92.1 71.7 91.8 91.1 91.6 98.2

normalization can reduce the performance. While, the histogram of sum pooling
is usually very smooth and the power normalization can help sharp the his-
togram, improving the representation. We can conclude that the best choice for
max-pooling is �2-normalization and for sum-pooling is power normalization+�2-
normalization. The best performance for HMDB51 dataset is achieved by SPC
with sum pooling and power+�2 normalization.

3.4 Comparison with the State of the Art

We compare our results with the state-of-the-art method action recognition
methods [28]. The results are sumarized in Table (3) and Table (4). For KTH
dataset, we see our result is comparable to most of the recently published meth-
ods. In [28], the authors proposed action bank for action recognition and achieved
good performance on KTH dataset. However, this method requires to use a num-
ber of action template as detectors, which is compositional expensive in practice.
HMDB51 includes complex actions with large variations. There are not too many
papers reporting the experimental result on this dataset. From the result, we see
that our SPC with sum-pooling and power-�2 normalization achieves the best
among those compared. Compared with the action bank method, our method
can improve the recognition accuracy nearly 5% with less computational cost. .

4 Conclusion

Encoding, pooling and normalization are necessary steps in constructing Bag of
Visual Words (BoVW) based image and video representations. In this paper,
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Table 4. Comparison our proposed methods with state of the art on HMDB51

Methods Ours (SPC-s-P+�2) HOG/HOF [6] C2 [6] Action Bank [28]

Accuracy(%) 31.82 20.44 22.83 26.9

we introduce these encoding methods. i.e. soft assignment, locality-constrained
linear coding, sparse coding, and Fisher kernel encoding, to video based ac-
tion recognition. We also investigate the affection of pooling-normalization
strategies and their combination with encoding methods. We conduct exper-
iments on a relative simple KTH dataset and a more challenging HMDB51
dataset. The results show the new encoding methods and pooling-normalization
strategies can significantly improve the recognition accuracy on both datasets.
Sparse coding and Fisher kernel achieve higher recognition accuracy than other
methods in most of the experiments. For pooling-normalization strategies, we
find that max-pooling favors �2-normalization, while sum-pooling favors power
normalization+�2-normalization. With SPC-s-P+�2, we achieves the state of the
art performance on HMDB51.
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